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Abstract ENG

This paper investigates the evolving role of algorithmic systems in the formation,
execution and structure of consumer contracts within European private law. Against the
backdrop of a technological paradigm shift, it critically re-examines classical private law
concepts - such as contractual autonomy, liability and consent - in light of the growing
deployment of artificial intelligence and digital assistants in contractual contexts. The
proposed approach contributes to the development of a theoretically coherent and
technologically responsive model of private law, grounded in principles of accountability,
transparency and contestability.

Summary: I. Introduction; 1. Te Algorithm as a Contractual Actor in B2C Relations; 2.
Te Emergence of Algorithmic Liability; 3. Opacity and Transparency: Reconstructing a
Legal Equilibrium; 4. Protection of Consent and Digital Manipulation; 5. Rebalancing
Contractual Autonomy in the Algorithmic Age; II. Conclusions.

Introduction

The technological evolution characterizing the current stage of digital society has
profoundly reshaped contractual dynamics[1], particularly in the realm of relationships
between professionals and consumers[2]. The integration of algorithmic systems into
digital platforms[3], e-commerce infrastructures, and automated interaction environments
represents a structural transformation in the architecture of contracts. These
systems—designed to optimise market behaviour, personalise offers, and anticipate user
preferences—operate through automated decision-making processes that interfere with the
contractual freedom of the weaker party, namely the consumer[4].

This phenomenon, commonly referred to ‘algorithmic contracting’[5], does not merely
signify a technological innovation, but prompts a systemic reconsideration of the
foundational categories of private law[6]. Contract formation, the validity and effectiveness
of consent, risk allocation, and liability for performance—all these elements are now
influenced, and in some cases redefined, by the presence of non-human agents acting as
de facto participants in the legal relationship[7]. The ostensible neutrality of algorithmic
systems conceals a structurally determined logic, informed by economic optimisation
strategies and commercial imperatives that often remain opaque to the consumer.

Against this background, it becomes necessary to investigate—both theoretically and
practically—the concept of algorithmic liability in consumer contracts. The key question
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is whether and to what extent legal systems are equipped to attribute legal relevance to the
role played by algorithms in the contractual sphere, and how responsibility is to be
allocated when such systems generate distortive effects. In particular, one must ask
whether algorithmic behaviour may be assimilated into existing models of liability—such
as fault-based or organizational fault structures—or whether a new paradigm must be
developed, based on fundamentally different premises.

This paper aims to explore these issues through a systematic and comparative approach.
The first section addresses the functions performed by algorithms in business-to-consumer
(B2C) transactions, showing how they affect the formation, structure, and substantive
fairness of contracts. It then provides a dogmatic reconstruction of algorithmic liability
and examines the conceptual tension it produces within classical frameworks of
contractual and precontractual responsibility. Further sections analyse issues of opacity,
behavioural influence, and the erosion of meaningful consent, leading to a discussion on
how contractual autonomy might be reconstructed in an algorithm-driven environment.

The ultimate objective is to assess whether private law—particularly European contract
law—can respond adequately to the challenges posed by technological mediation, either
through the adaptive use of existing institutions or by developing new,
functionally-oriented instruments capable of balancing technological efficiency with
contractual justice[8].

Particular relevance should be attributed to the Guiding Principles and Model Rules[9]

developed by the European Law Institute, which provide a functional normative
framework for the regulation of algorithmic systems involved in consumer contracts.

This inquiry is situated within the broader context of ongoing efforts to develop a
normative methodology capable of ensuring the compatibility of digital innovation with
the foundational principles of European private law, including the growing role of soft
law instruments such as the European Law Institute’s Model Rules.

1. The Algorithm as a Contractual Actor in B2C Relations

In the context of digital markets, the algorithm is no longer a neutral tool supporting
contractual activity, but rather a functional actor that actively participates in the
formation, structuring, and execution of contracts[10]. Automated contracting takes place
within digital environments—platforms, marketplaces, mobile applications—where
consumer choices are increasingly guided by artificial intelligence systems and machine
learning technologies[11]. These systems are capable of collecting, analysing, and
interpreting vast quantities of personal and behavioural data in real time, with the aim of
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constructing predictive models that strategically shape commercial offers[12].

The result of this process is an asymmetrical algorithmic negotiation[13], in which the
algorithm substitutes or conditions the will of the professional, operating on their behalf
but according to logics that often escape human oversight[14]. The selection of goods and
services presented to the user, the setting of prices, the ordering of offers, and the timing
of proposals are all determined or influenced by intelligent systems that function
autonomously based on parameters continuously updated through learning mechanisms[15].

This dynamic gives rise to substantive legal questions, starting with whether a legally
valid contractual intention can be identified and attributed[16]. If an algorithm generates a
personalised offer based on data collected without any direct interaction between the
parties, one must ask whether this constitutes a legally relevant ‘offer’ as defined in
classical contract doctrine. Scholars have highlighted that such contracts often emerge
from a technologically mediated interaction[17], where the will is not autonomously formed
by each party, but rather shaped—or even overridden—by digital agents beyond the
user’s control.

Furthermore, algorithmic logic introduces a cognitive misalignment between consumer
and professional[18]: the latter—or more precisely, the system they deploy—has exclusive
access to the information necessary to understand and manage the contractual process.
The asymmetry is not merely economic or educational, but epistemic: the consumer
interacts with a surface interface that simulates transparency while concealing the
underlying decision-making rules, rendering the genesis of contractual terms effectively
opaque[19].

In this sense, the algorithm operates as a kind of interposed technical subject, capable of
influencing the contract’s structure and content without possessing autonomous legal
personality[20]. This raises difficult questions of will attribution and liability: who is
responsible for the algorithm’s conduct? The professional who uses it?[21] The developer?
[22] Or perhaps the consumer, as the user of the system?[23]

Recent scholarship[24] suggests that algorithmic agency may be interpreted through the
lens of intentionality and imputation, even absent legal personhood, provided that the
system exhibits autonomous and context-sensitive behaviour in contractual settings. This
calls for a more nuanced account of agency that incorporates digital actors into the
functional perimeter of legal responsibility.

Current legal frameworks appear fragmented, incomplete, and often anchored to
traditional schemes ill-suited to the specificity of these phenomena[25]. This calls for a
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theoretical investigation into the nature of algorithmic intervention, in order to assess
whether it can be subsumed under the categories of auxiliary agents, intermediaries, or
whether it should be treated as a source of mediated legal effects. This conceptualisation
calls for a systematic inquiry into the role of human oversight within automated
decision-making processes, as mandated by the European Law Institute’s principle of
Human Agency and Oversight, which requires the implementation of mechanisms capable
of ensuring effective human control at critical stages of contractual consent formation.

This reflection constitutes the necessary basis for constructing a coherent model of
liability in digital contractual contexts.

2. The Emergence of Algorithmic Liability

The increasing deployment of automated systems in contractual dynamics compels legal
scholars to revisit the conceptual relationship between technical decision-making and
legal responsibility[26]. In the absence of legal personhood attributed to algorithmic entities
[27], the law must determine how to assign legal effects to their actions[28] and, more
critically, how to allocate responsibility when such actions result in harm or contractual
imbalance[29].

Under classical private law doctrines, contractual liability is traditionally grounded in the
attribution of fault, namely the failure to perform an obligation due to negligence or intent
on the part of the debtor[30]. Yet in algorithmically mediated contracts, non-performance or
deviation from expected outcomes may be the result of decisions made by a non-human
system, acting according to parameters not directly controlled or even fully understood by
the professional. This disconnect challenges the applicability of fault-based models and
raises the question of whether liability can be meaningfully assigned in the absence of
human conduct in the strict sense.

A first hypothesis could be based on the extension by analogy of the principle of «culpa in
organizzando», which is already applied in the school context for the managers of
institutions who are civilly liable for any damage suffered by students due to the lack of
organisational measures aimed at providing adequate supervision of minors[31].

A more advanced approach posits that algorithmic liability ought to be framed as a form
of strict or quasi-strict liability arising from technological risk. Drawing analogies from
existing legal regimes—such as liability for dangerous activities or defective
products—the professional who employs complex algorithmic technologies could be held
liable regardless of fault, merely by virtue of engaging in an activity capable of producing
harm through opaque or adaptive mechanisms[32].
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This perspective aligns with the emerging theory of design-based liability, which
attributes responsibility not to specific acts, but to the architectural features and normative
quality of the systems implemented[33]. In this context, liability becomes a tool for
allocating risk in technologically asymmetrical relationships, where the consumer lacks
any meaningful capacity to evaluate or contest the operation of the system.

Both approaches rest on the common understanding that algorithms, though lacking legal
subjectivity, function as operative factors within contractual relations and must therefore
be accounted for within the liability framework. Their activity cannot be treated as neutral
or external to the contract but must be encompassed by the legal mechanisms that ensure
accountability and protection for the weaker party.

Additional complexity arises in the case of self-learning algorithms, which autonomously
modify their decision-making criteria over time based on accumulated data. In such
scenarios, the causal connection between the professional’s original intent and the
system’s eventual output may be partially or wholly dissolved[34]. This evolution demands
a re-evaluation of the very structure of contractual causality and invites consideration of
probabilistic or system-based models of imputation, focused less on individual conduct
and more on the management and governance of algorithmic ecosystems.

The legal debate remains open between these doctrinal avenues. However, what appears
clear is that the law cannot remain indifferent to algorithmic intervention. Even in the
absence of a directly attributable human act, there must exist a liable subject capable of
responding to distortions, asymmetries, or failures generated by the system. Algorithmic
liability thus emerges not as a separate legal category, but as an evolved articulation of
traditional contractual responsibility, adapted to a technological context in which human
will increasingly coexists—and sometimes competes—with artificial decision-making[35].
In this regard, the ELI Model Rules identify the necessity of establishing a legally
responsible party for the conduct of digital assistants, even in the absence of directly
attributable human behaviour, thereby strengthening the notion of accountability as a
mechanism for allocating technological risk.

3. Opacity and Transparency: Reconstructing a Legal Equilibrium

Transparency has long been a cornerstone of contract law, particularly in consumer
protection regimes, where it serves as a counterbalance to the structural informational
asymmetry between professional and consumer[36]. Traditionally, transparency entails
obligations to provide clear, accurate, and comprehensible information about the terms
and consequences of a contract. Yet in the context of algorithmically mediated contracts,
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this principle is undergoing a deep transformation—both in its normative meaning and in
its practical applicability[37].

The use of automated decision-making systems introduces a novel form of opacity that is
not merely intentional, but structural. This opacity is not linguistic, but functional, arising
from the complexity, adaptiveness, and non-linear reasoning processes inherent in
contemporary algorithmic architectures. In particular, systems based on deep learning
techniques generate outcomes not by executing explicit instructions, but by extracting
patterns from large datasets and adjusting internal parameters in ways that even their
developers may not be able to fully explain. This phenomenon, often referred to as the
‘black box’ effect[38], severely limits the predictability and auditability of the algorithm’s
behaviour.

As a result, the information provided to the consumer may be formally correct yet
substantively useless, failing to enable meaningful understanding or effective
decision-making. This gives rise to a paradox of transparency: the more detailed and
technical the information, the less accessible and functional it becomes for the average
consumer. What remains is a formal appearance of transparency, devoid of the substantive
clarity needed for autonomy in contractual engagement.

The legal framework, rooted in the notion of informed consent, struggles to address this
disjunction. Norms designed to govern human-to-human contractual exchanges prove
insufficient in a context where the decisional architecture is driven by machine logic.
Legal requirements for disclosure risk becoming empty formalities, unable to address the
real power imbalance embedded in the algorithmic infrastructure.

What is at stake here is not merely an increase in informational asymmetry, but a
qualitative shift in its nature[39]. The professional, or more precisely, the system deployed
on their behalf, holds a unilateral predictive advantage derived from exclusive access to
data, computational resources, and control over the logic of personalisation. This
constitutes a new kind of contractual dominance—algorithmic, opaque, and largely
immune to traditional regulatory mechanisms.

To address this challenge, the principle of transparency must be reconceived in functional
and contextual terms. It should not be limited to the provision of data or legal documents,
but should guarantee intelligibility, traceability, and contestability of the algorithmic
process. In this regard, the concept of algorithmic explainability—the ability to
understand and communicate the rationale behind a decision—emerges as a normative
requirement for fair and accountable contract formation[40]. While difficult to implement in
technical terms, explainability is crucial for legal legitimacy and procedural fairness.
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Algorithmic opacity challenges the very notion of transparency as currently understood in
contract law. Furthermore, transparency should be conceived not only as a matter of
information accessibility but also as a condition for the meaningful contestability and
reversibility of automated decisions[41].

Another key element in re-establishing transparency is the reallocation of the burden of
comprehension. Rather than placing the duty on the consumer to decipher complex
systems, the law should impose on professionals the responsibility to design systems that
are inherently understandable or, at a minimum, auditable and subject to external
verification. This orientation is mirrored in Article 6 of the ELI Model Rules, which
imposes a duty of explanation that is clear, intelligible, and verifiable on the part of the
professional, thereby ensuring that algorithmic decisions can be meaningfully understood
by the consumer. In this context, transparency becomes not merely an informational duty,
but a substantive element of contractual fairness.

To remain effective, legal systems must evolve toward substantive transparency, capable
of safeguarding the consumer’s capacity for autonomous decision-making in
technologically mediated environments.

4. Protection of Consent and Digital Manipulation

Consent is the conceptual linchpin of contract law[42]. It embodies the principle of
individual autonomy and functions as the normative foundation upon which contractual
obligations are formed[43]. In order to be valid, consent must be freely given, informed,
and the result of a deliberate and autonomous decision-making process. However, the
growing pervasiveness of algorithmic systems in business-to-consumer (B2C) interactions
has given rise to novel forms of interference with the formation of consent—interference
that often operates below the threshold of legal visibility[44].

Today, digital contracting takes place within engineered environments, designed not only
to facilitate transactions but also to influence and optimise user behaviour. Platforms rely
on massive data collection, behavioural profiling, and predictive analytics to adapt their
interface and offerings in real time. Through machine learning and behavioural targeting,
these environments are structured to anticipate consumer preferences and to steer
decision-making toward outcomes that serve commercial objectives.

Such architectures enable forms of silent cognitive manipulation[45]. These do not entail
explicit coercion or deception, but rather strategic shaping of the choice environment,
often exploiting psychological biases, heuristics, or cognitive fatigue. The consumer,
though technically free to choose, acts within an interface designed to channel attention,
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limit options, and frame decisions in ways that subtly predetermine contractual choices.
The phenomenon of ‘hypernudging’—a technologically amplified version of behavioural
nudging—illustrates how personalised and dynamic choice architecture can undermine
the authenticity of consent while maintaining the appearance of voluntary action[46].

This raises fundamental questions for legal theory: can consent obtained through such
means be regarded as valid and binding? Traditional doctrines on vitiated consent—such
as mistake, fraud, or duress—do not readily apply to these situations, as the manipulation
is neither overtly deceptive nor forceful. Instead, it is embedded in the design of the
system itself and operates through cumulative and systemic influence rather than isolated
wrongful acts.

Accordingly, scholars have proposed expanding the legal understanding of consent to
include not only the formal expression of will, but also the quality and conditions of its
formation[47]. This implies a shift from a purely formalistic model to a substantive and
contextual evaluation, in which the legitimacy of consent depends on the transparency,
neutrality, and fairness of the environment in which the choice is made.

The protection of consent in algorithmic settings therefore demands a broader regulatory
approach[48]. One promising avenue is the theory of structural manipulation[49], according
to which contractual autonomy is compromised not necessarily by intent to deceive, but
by the deliberate exploitation of cognitive vulnerabilities through system design. In this
perspective, the harm lies not in a single misleading statement, but in the architecture of
interaction itself, which gradually undermines the user’s ability to form independent
judgments[50]. Behavioural engineering through hyper-personalised interfaces can be
conceptualised as a form of structural manipulation, particularly when consent is captured
not through coercion but via the exploitation of cognitive shortcuts and decision fatigue[51]

.

From a normative standpoint, this justifies the introduction of protective standards that
address the systemic features of digital environments. These may include prohibitions on
exploitative interface design, obligations of fairness in personalisation algorithms, and
requirements for human oversight or contestability. Moreover, legal systems should
develop new remedies that account for manipulation as a mode of relational imbalance,
such as the voidability of contracts formed under undue algorithmic influence or the
annulment of clauses based on predatory personalisation.

Protecting consent in the digital age requires moving beyond a formal conception of
voluntariness. It entails constructing a legal framework capable of recognizing and
remedying the subtle, systemic ways in which technological systems affect human choice.
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These phenomena are reinforced by the behavioural design of interfaces, which often
exploit cognitive biases through what has been termed ‘hypernudging’ and ‘dark
patterns’, aimed at structurally distorting consent.

In this respect, it is worth recalling the Model Rules adopted by the European Law
Institute, which underline the consumer’s right to contest, revoke or withdraw
algorithmically influenced contractual decisions. These rules advocate the implementation
of accessible and timely mechanisms—whether automated or human-mediated—that
ensure effective control over digital consent processes and safeguard the substantive
autonomy of the individual.

5. Rebalancing Contractual Autonomy in the Algorithmic Age

Contractual autonomy, in the civil law tradition, is regarded as a manifestation of personal
freedom and the legal foundation of binding obligations[52]. It presupposes a context of
equality, self-determination, and informational sufficiency between the contracting parties
[53]. However, in digital markets governed by algorithmic architectures, these assumptions
are increasingly out of step with empirical reality. The intervention of algorithms in the
negotiation, formation, and execution of contracts profoundly alters the structural
conditions under which choices are made, creating new forms of dependency, opacity,
and informational imbalance[54].

In such contexts, autonomy can no longer be conceived as a purely formal faculty to
choose but must be reinterpreted as a relational and context-sensitive construct, subject to
the technological configuration of the contracting environment. In this sense, autonomy
can no longer be presumed but must be institutionally supported through legal safeguards
that recognise the algorithmic reshaping of bargaining conditions[55]. The growing
asymmetry between consumers and professionals—driven not only by disparities in legal
knowledge or economic leverage, but also by technological power differentials—demands
a legal response aimed at rebalancing the autonomy of the weaker party.

The first dimension of this rebalancing effort concerns the recognition of new
vulnerabilities[56]. Digital consumers are exposed to informational overload[57],
personalised persuasion[58], and non-transparent decision-making, all of which diminish
their capacity for genuine self-determination[59]. These factors constitute a new type of
structural weakness that the law must address, not through paternalistic restrictions, but by
ensuring the conditions for meaningful autonomy.

This can be achieved by integrating substantive fairness standards into the evaluation of
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contractual autonomy. Classical duties of good faith, fairness, and loyalty—found in
various forms across European legal systems—should be reinterpreted as normative tools
for mitigating algorithmic asymmetries[60]. Professionals would thus bear a positive duty
to safeguard the integrity of the decision-making process, ensuring that the technological
systems they employ do not distort the consumer’s capacity to evaluate, compare, and
consent[61].

A second aspect involves the specific regulation of automated contracting behaviours.
Algorithmically generated offers, dynamic pricing models, and real-time personalisation
must be addressed not merely as technical processes, but as legally relevant acts with
implications for the balance of contractual power[62]. This calls for the development of
sector-specific obligations, such as requirements of auditability, non-discrimination in
algorithmic pricing, and transparency in the logic of personalisation.

Additionally, the principle of responsible design should be codified as a legal standard
applicable to systems used in contract formation. Professionals should be obliged to
deploy algorithmic tools that respect not only data protection requirements but also the
structural conditions of fair contracting. This includes ensuring that systems are
comprehensible to users, do not exploit cognitive vulnerabilities, and are subject to
ongoing human oversight and evaluation.

This obligation could be further reinforced by introducing, as envisaged in the ELI’s
regulatory framework, a legal standard of responsible design, obliging professionals to
configure algorithmic systems in accordance with the minimum conditions of fairness,
neutrality, and intelligibility required to safeguard the consumer’s self-determination.

Finally, rebalancing contractual autonomy requires the availability of tailored remedies.
Legal systems should recognize the need for contract annulment or modification in cases
of technologically induced imbalance, as well as for injunctive relief against systems that
systematically undermine fair dealing[63]. These remedies should be grounded in the
recognition that the locus of contractual injustice has shifted—from overt coercion or
deception to latent, systemic distortions embedded in code.

Ultimately, the legal system must rise to the normative challenge posed by algorithmic
contracting[64]. Autonomy, to remain a meaningful principle, must be reconstructed in light
of the technological conditions under which it is exercised[65]. Law must move beyond
formal declarations of liberty and toward a pragmatic framework for the governance of
power asymmetries in digital contracting environments.

Conclusions
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The analysis conducted throughout this paper has tried to demonstrate that the algorithm’s
intrusion into the contractual relationship between professional and consumer constitutes
a structural transformation in private law[66]. Far from being a mere technological adjunct,
the algorithm functions as a decisive actor in the formation, content, and execution of
contracts, thereby challenging the conceptual stability of key legal categories such as
consent, fault, liability, and autonomy.

The notion of algorithmic liability emerges as a pivotal point in this transformation[67]. It is
not to be understood as an entirely novel legal category, but rather as an adaptive
evolution of traditional contractual liability, recalibrated to account for technological
mediation[68]. The professional who deploys algorithmic systems cannot disavow
responsibility for their effects. Whether via fault-based principles (organizational
negligence) or risk-based approaches (strict liability), the law must ensure that there is
always a legally accountable party in cases of distortion or harm caused by automated
systems.

Concurrently, the analysis has highlighted the inadequacy of traditional transparency
mechanisms in algorithmic environments. When systems operate opaquely or adaptively,
the provision of information alone does not suffice. What is required is a shift toward
substantive transparency, defined not merely by access to data but by the intelligibility
and contestability of the decision-making process. Explainability, auditing, and
verifiability thus become core elements of a legally functional transparency regime.

Closely linked to this is the protection of consent, which must be reimagined in light of
behavioural influence and persuasive system design. In the digital environment, consent
risks being reduced to a formal act devoid of autonomy. Legal systems must therefore
develop normative standards that evaluate the contextual integrity of the consent process,
recognizing manipulation not only in its overt forms but also in its subtle, architectural
manifestations.

From this emerges the need to reconstruct contractual autonomy as a normative ideal[69].
Autonomy can no longer be presumed; it must be actively supported and protected
through legal design. This includes obligations of fair system configuration, duties to
prevent manipulation, and remedies for technologically induced imbalance. A legal order
that fails to adjust to the realities of algorithmic power runs the risk of transforming the
contract into a vehicle of asymmetrical control, rather than mutual agreement.

The broader implication is that private law must be capable of evolving in response to
systemic technological change[70]. The algorithmic turn in contracting does not call for the
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abandonment of classical principles, but for their re-interpretation and
re-functionalization. Consent, responsibility, and autonomy must be rearticulated in ways
that preserve their normative essence while accommodating the realities of a digital,
data-driven marketplace.

Only by doing so can private law fulfil its fundamental mission: to ensure that, even in the
age of artificial intelligence, contracting remains a voluntary, intelligible, and equitable
process—one in which technological innovation serves, rather than supplants, the human
subject.

In this direction, the Guiding Principles and Model Rules adopted by the European Law
Institute represent a valuable resource for guiding the evolution of European private
contract law, translating the demands of fairness, responsibility, and transparency into
operational normative standards capable of legislative or jurisprudential implementation.
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